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Motivation
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Connected and Cooperative Automated Mobility (CCAM) is blooming thanks 
to Artificial Intelligence (AI)

• CCAM solutions have benefited from the applicability of AI-based 
perception, situational awareness, and decision-making components

• learning highly complex transformations that operate over input sensor 
data and produces end-commands (steering angle, throttle). 

… unveiled the fact 

• Black Boxes for their critical lack of transparency and interpretability. 

• AI can be unfair and biased, expose private data, and be extremely 
sensitive to unexpected inputs

Trustworthy AI is the next mandatory step of technology development

• trustworthy AI requires exploring trade-offs among other equally important 
properties: robustness, privacy, explainability, accountability, and ethics
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AITHENA PROJECT
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Call: Safe, Resilient Transport and Smart Mobility 
services for passengers and goods 

Topic: HORIZON-CL5 2022 D6-01-05: Artificial 
Intelligence (AI): Explainable and trustworthy 
concepts, techniques and models for CCAM

Type of Action: Research and Innovation Action 

Coordinator: VICOMTECH (Spain)
Consortium: 17 partners
Start: 1 November 2022
Duration: 36 months
Budget: 5.999.549 €



APPROACH
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AITHENA will face methodological and development challenges for the creation and integration of 
XAI-based models and systems into CCAM applications (use cases: perception, situational awareness, 
decision-making and traffic management). 

AITHENA will provide a human-centered METHODOLOGY towards the evolution of the three main AI 
pillars: DATA, AI MODELS and TESTING



GENERAL REQUIREMENTS – AREAS OF ACTIVITY
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Trustworthiness

Accuracy & 
Robustness

Privacy

Explainability

Interpretability

Intrinsic 
(transparency)

Extrinsic (post-
hoc)

Completeness

Accountability

Fairness & 
Ethics



Communication

Explainability

Traceability

Data Governance

Privacy

Reliability, Fall-back plans 
and Reproducibility

Resilience Attack and 
Security

General Safety

Accuracy

Human Agency and Autonomy

Human Oversight

Accessibility and Universal 
Design

Avoidance of Unfair Bias

Stakeholder Participation

Environmental Well-being

Impact on Work and Skills

Impact on Society at large or 
Democracy

Risk Management

Auditability

Requirements of Trustworthy AI – Link to the AI Act

7 requirements tightly interconnected
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Human Agency and 
Oversight

Technical Robustness and 
Safety

Privacy and Data 
Governance

Transparency
Diversity, Non-

discrimination and Fairness

Social and Environment 
Well-being

Accountability

To be 
continuously 

evaluated and 
addressed 

throughout 
the AI system’s 

life cycle

AIthena focus topics



VALUE PROPOSITION
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Real & Synthetic Data generation

Ontology, Semantics & metadata

Representability

Life Cycle and provenance

Devs Op

DATA

Human Centric Approach 

Design

Development

Deployment/TestingAI

Harmonized Methodology

CCAM

Perception Understanding Decision Traffic

Harmonized Methodology
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Open Tools

Open DDBB

physics-informed neural networks

Deep hybrid learning

Situational Awareness 

Reinforcement Learning

Explanators

X-AI

KPI Definition

Scenario based testing

Extension of current V&V 

Methods 

V2V



AI lifecycle acts as a game changer

HW/SW co-design vs. decoupling HW/SW
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• The AIS life cycle 
incorporates the entire AIS 
value chain

• Software-defined-Vehicles 
(SdV) and AI in particular 
changed the way of 
working completely

• New focus element: post-
deployment phase

• Continuous development 
and deployment 
(software)

• Pre-deployment phase is 
driven by 
hardware/software co-
design principles while the 
post-deployment phase is 
hardware/software 
decoupled

Decoupled Hardware/Software –
Continuous Development and Deployment Hardware/Software Co-Design

Time (lifecycle)(Re-) Design (Re-) Develop (Re-) Deploy Operational
Use

Monitor Evaluate &
Analyze

Pre- Post-
Deployment

Requirements 
and 

specifications

Design and development

V&V and deployment

ADS operation
Monitoring 

and fault 
diagnosis

Impact 
assessment

AIS designer and developer

Scenario designer

V&V engineer
FDI engineer

Traffic and 
human factors 

engineer

Scenario re-constructor and labelling engineer

AIS activities

AIS competencies



SPECIFIC OBJECTIVES
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• Methodology and good practices 
for AI based CCAM solution 
development and testing

• XAI models – research and 
development of explainable AI 
models

• Development of human-centric 
AI solutions for future CCAM 
applications strengthening user 
acceptance, explainability and 
trustworthiness

• Explainable, privacy-
preserving and traceable 
data management Tools

• Development Framework 
(“DevOps” like) to ensure 
data and model lifecycle 
tracking and management

• Digital Twin for data 
generation

• Testing and validation 
procedures – methodology for 
extending HEADSTART 
methodology to include AI 
based functions and systems

• Trusted AI Key Performance 
Indicators for CCAM 
components

C CAM
• Trustworthy and Robust Perception systems
• Human Understandable Situation Awareness System including driver state
• Explainable Driving Decision methods
• AI-based traffic analysis module
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T H A N K  YOU !
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Website: https://aithena.eu/
X (Twitter): https://twitter.com/_AIthena_
LinkedIn: https://www.linkedin.com/company/aithena-eu-project/
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